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Abstract: The central thing of an AES implementation secure against power analysis attacks is to protect the only non-
linear transformation, SubBytes. Z. Liu proposed a hardware implementation of SubBytes based on random permutation of
all the bytes of the State and heterogeneous S-boxes. So the power consumption of this circuit is randomized and power
analysis attack is thwarted. This paper points out that this scheme does not really prevent power analysis attacks and two
feasble attacks are shown. Then two enhancements are proposed to improve this scheme. One is introducing truly random
value but not the value computed on part of the Sate, the other isimplementing compl etely heterogeneous S-boxes based on
finite field isomorphism. The practical experiment results of the attacks on this circuit show the correctness of our security

analysis and enhancements.
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1. INTRODUCTION

Cryptographic algorithms, including symmetric ciphers and
public-key ciphers, are essential building blocks of various
secure chips such as smart cards, USB Key, etc. With the
stored secret key, cryptography is used to perform
encryption, digital signature and authentication. Side-channel
attacks in general, and power analysis attacks in particular,
can easily break the stored secret key of secure chips [1]. In
a power analysis attack, the attacker records the power
consumption of a secure chip while it performs cryptographic
operations with a fixed secret key. This secret key can
subsequently be revealed based on the recorded power traces
and the corresponding plaintexts or ciphertexts. Power
analysis attack is applicable to almost any cryptographic
algorithms.

The AES is the worldwide de-facto standard for
symmetric encryption [2]. And power analysis attack can be
used to break an unprotected implementation of AES. To
resist power analysis attack for AES, many countermeasures
have been proposed. Countermeasures are principally
divided into two groups: algorithmic countermeasures and
hardware countermeasures. Algorithmic countermeasure
includes masking scheme [3-6], randomization in time [7].
The group of hardware countermeasure includes the novel
logic style with constant power consumption [8-10],
reduction of signal-to-noise ratio by introducing additional
circuit [11-12].

The most complicated thing to construct a secure
implementation of AES is to protect the only non-linear
transformation, SubBytes [4-7]. The authors of [13]
presented a hardware implementation of SubBytes based on
heterogeneous S-boxes and randomly permutation of all the
bytes of the State. However, we find that this scheme does
not really resist power analysis attacks. Two feasible attacks
are deduced and proven to be applicable by practical
experiment results.

To improve the security of the scheme in [13], two
enhancements are proposed in this paper. One is introducing
truly random value but not the value computed on part of the
State, the other is implementing completely heterogeneous
S-boxes based on finite field isomorphism. The security of
the enhanced implementation is greatly improved. The
experiment result shows that the attack that breaks the former
design does not successfully break the enhanced one.

The rest of this paper is organized as follows. In section
2, we will give a brief introduction of AES and the feasible
power analysis attack on AES. In section 3, we introduce
the hardware implementation of SubBytes in [13]. In section
4, two feasible attacks on the scheme in [13] are pointed out
and the practical experiment results of the attack are shown.
In section 5, two enhancements are proposed and the
corresponding attack result is shown. Section 6 is the
summary of this paper.

2. REVIEW OF AES

The AES algorithm is a symmetric block cipher that operates
on 128-bit data blocks [2]. AES uses a cipher key to encrypt
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a 128-bit data block. The length of the cipher key can be
128 bits, 192 bits, or 256 bits. The input, output and
intermediate cipher result called State are represented as 4x4
arrays of bytes. As most symmetric ciphers, AES encrypts
an input data-block by applying the same round function
iteratively. The round function alters the State by applying
non-linear, linear, and key-dependent functions. In one round,
the input state is mapped to the output state by performing
the following four different transformations one after another.

(1) The SubBytes transformation is a non-linear byte
substitution (which is called S-box) that operates
independently on each byte of the State. It is defined by
a multiplicative inversion in the finite field GF(2*)
followed by an affine transformation.

(2) In the ShiftRows transformation, the bytes in the last
three rows of the State are cyclically shifted over

different numbers of bytes (offsets). The first row is not
shifted.

(3) MixColumnstransforms each column of the State. Each
byte in a column is interpreted as the coefficients of a
polynomial in an extension field over GF(2%). This
polynomial is multiplied by the constant polynomial
c(x) = {03}x* +{01}x*> + {01}x + {02}, where the
coefficients are elements of GF(2®) in hexadecimal
notation. The modular remainder of the resulting product
modulo X* + 1 is the output of MixColumns. In the last
round, the MixColumns is not needed.

(4) In the AddRoundKey transformation, a round key is
added to the State by a simple bitwise XOR operation
(®). Each round key is derived from the key schedule
and the size of a round key is equal to the State’s. Before
the first round, the AddRoundKey is performed on the
initial key and input block.

Let M, K, and | be the input data block (plaintext),
key and State. A byte of | in the i-th row and j-th column is
denoted by I, (0<i1<3,0<j<3).S0l, =M, ®Kat the
beginning of the first round. In round 1, the output of S-
box of each byte is denoted by A, = 1) = S(M, @ K}).
The output Aij depends on a byte of key, Kij. With a guess
of Kij, the value of Aij can be determined too. So Aij can be
used to perform a DPA attack to determine the value of K.
In a mean test based DPA, an attacker divide the sampled
power traces into two sets according to the value of A,
then the mean difference trace of the two sets is obtained
[2, 14]. In a correlation power analysis (CPA), an attacker
calculates the correlation coefficient between the power
traces and the Hamming Weight of Au‘ [15]. Ifthe key guess
is correct, the obvious peak in the mean difference trace
or the large correlation coefficient can be found. After 256
guess of a key byte, K., the correct value of K, can be
determined.

The intermediate result of other transformations can also
be the target which may be attacked. And in the successive
rounds, there are similar power analysis attacks.

3. THE CORRESPONDING COUNTERM EASURE OF
AES

Many kinds of countermeasures are proposed to protect
AES implementing units including software units and
hardware units against power analysis attack. The most
difficult thing to implement an AES unit securely against
power analysis is to protect the only non-linear operation,
SubBytes [4-7]. The authors of [13] proposed a hardware
implementation of SubBytes to resist power analysis
attacks. The following is the brief introduction of this
countermeasure.

The key of [13] is to randomize the power consumption
caused by A, which is the output of an S-box. The
architecture of the SubBytes unit in [13] is shown in Fig. 1.
In the rest of this paper, we call this unit S-PAT. S-PAT has
N (4 < n < 16) heterogeneous S-boxes denoted by S1, S2,
..., Sn. In the following, nis 16. Each byte of | (State) is
randomly transmitted to an S-box. In each encryption (or
decryption), each byte of | is processed by a randomly chosen
S-box, but not by a fixed S-box. So the power consumption
caused by A, is randomized and power analysis attack is
thwarted. In S-PAT, the Randomized Permutation generates
a random permutation of all bytes of | and delivers them to
the heterogeneous S-boxes. The Recovering Unit generates
the right ordered permutation of all the bytes of |. The
random value needed by the Randomized Permutation and
Recovering Unit is generated by the Coding Unit which takes
the State as the input. In other word, the random value is
not from a TRNG (true random number generator).
In S-PAT, the Randomized Permutation is a cyclically
shift over random numbers of bytes. For example, if
the random value generated by the Coding Unit is 4,
then all the bytes of | are left shifted for 4 times cyclically,
so the first byte is transmitted to the fifth S-box, the second
byte to the sixth S-box, and so on. In the Recovering Unit,
the outputs of all S-boxes are reordered by right shift
cyclically.

S-PAT has five different kinds of S-boxes denoted by
A, B, C, D, E. A-type S-box is based on the composite field
arithmetic [16-18]. That is to say, the element of GF(2?) is
mapped to GF((24)%) or GF(((2%)?%)?) since the inversion in
the latter field is much simpler than the operation in GF(28).
B-type S-box is called PPRM S-box which is the
enhancement of a composite field S-box [19]. The delay
element is inserted to a B-type S-box in order to balance the
delay of different branches. So the glitches are reduced and
power consumption also decreases. C-type S-box is a DSE
(Decoder Switch Encoder) based S-box with low power
consumption [20]. D-type S-box is the most common LUT
(look up table) based S-box [21]. E-type S-box is a BDD
(Binary Decision Diagram) based S-box [22]. In S-PAT, an
array of various S-boxes is shown in Fig. 2. There are 4 A-
type S-boxes, 3 B-type, 3 C-type, 3 D-type and 3 E-type S-
boxes.
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Figure 1. The Architecture of S-PAT
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A--Composite Field S-box ~ C—DSE S-box
B--PPRM S -box D—LUT S-box
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Figure 2: An Array of S-boxes in S-PAT.

Unlike masking scheme, the input and output of S-PAT
are not masked. The resistance to power analysis attack of
S-PAT is based on the random choosing of different S-boxes
for each byte of I.

4. SECURITY ANALYSIS OF THE RELATED
COUNTERMEASURE

The following hypothesis shows that when an adversary can
perform a standard first order DPA attack [2,14].

Fundamental hypothesis: If an intermediate result z
depends on a few bits (in practice less than 32 bits) of key k
such that knowing the value of k and the plaintext (or the
ciphertext) may allow an adversary to divide the measured
power traces into at least two sets according to z
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According to the above hypothesis, S-PAT is vulnerable
to DPA attacks. The feasible attacks are explained as follows.

(1) Attack on the Coding Unit

Since the Coding Unit takes the State as input, the random
value generated by the Coding Unit is absolutely depends
on the round key so that a DPA attack is feasible. Now we
describe the related DPA attack on the Coding Unit in the
first round.

In S-PAT, the scheme to generate random value is not
fixed. A scheme in [13] just computes the Hamming Weight
of two bytes of State. That is to say, the random value r is
computed as

r=HW(I )+ HW( )

7
=>'b +c.re{0,1,2,.,16} (1)
In Eq. (1), b, ¢, (0 <i <7)is the " bit of two bytes, | , and

,and 0 <p, g, r,s<3. Sor depends on two bytes of key,
K and K . Besides, r depends on two bytes of plaintext
(Whlch is chosen by the adversary), M_ and M, . According
to the fundamental hypothesis, an adversary can perform a
DPA attack on r to break the value of these two bytes of key.
He (or she) must guess 2'° possible values of K, and K to
find the correct guess.

(2) Attack on the S-boxes

As shown in section 2, the output of an S-box is vulnerable
to DPA attacks. In S-PAT, the intermediate results are not
masked. According to the above hypothesis, the output of
each S-box is vulnerable to power analysis attacks. However,
the random permutation of the S-boxes thwarts the power
analysis attacks. So long as the randomization is eliminated,
the attacks can be improved greatly.

Since the random value generated by the Coding Unit
is not really randomized, but depends on some bytes of the
State. An adversary can make the input to the Coding Unit a
fixed value, and then the output of the Coding Unit is also a
fixed value so that the expected randomization will not occur.
That is to say, in each encryption (or decryption), each byte
of | is processed by a certain S-box, not by randomly chosen
S-box. For example, let the Coding Unit takes the first two
bytes of | as the input, an adversary may choose the plaintext
so that the first two bytes of M are fixed but the rest is
randomly generated. Let (M, M) be a fixed value &, so
the input of the Coding Unit is also a fixed but unknown
value B (= a @ (M, M,)), and the output is also a fixed
value r (= HW(B)). Now, the adversary can perform DPA
attacks on the outputs of the 14 S-boxes except for the two
S-boxes processing the first two bytes of |. And the
corresponding 14 bytes of key can be determined.

Based on the above theoretic analysis, we perform two
correlation power analysis attacks on the third byte (A, =
SM,, @ K,)) in the output of S-PAT. In the first attack, we
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do not make the first two bytes of M fixed values. In the
second one, we eliminate the randomization by fixing the
first two bytes of M. Here the correct value of K is 0x9C
(156), and 1000 power traces are measured. The results (the
correlation coefficient between the power traces and the
Hamming Weight of A, for each guess of K ) of the two
attacks are shown in Fig. 3.

Figure 3: The Results of the Two Attacks.

The power traces used in the attacks are simulated by
the commercial EDA tools such as PowerMill™. With the
0.25im CMOS technology, we implement an S-PAT based
SubBytes unit. Then the spice netlist with parasitic parameter
(resistance and capacitor) is extracted from the GDS layout
of the circuit. So the instantaneous power trace with high
accuracy can be simulated.

As shown in the top of Fig. 3, the correct key can not
be distinguished since the correlation coefficient while the
key guess is 0x9C is not the maximum one in the first attack.
However, the second attack is successful to find the correct
key (see the bottom of Fig. 3). The result shows that the
attack presented above is practical.

5. ENHANCEMENTS OF THE COUNTERMEASURE

In this section, two simple schemes are proposed to enhance
S-PAT so that the security against power analysis attack is
greatly improved.

(1) Truly Random Value

As shown in section 4, the Coding Unit in S-PAT is
vulnerable to power analysis attacks. So we remove the
Coding Unit but use the truly random value from a TRNG
The random value then is not dependent on the key and the
attack on the random value is not applicable.

(2) Completely Heterogeneous S-boxes

In S-PAT, there are five different types of S-boxes. And the
number of each type of S-box exceeds 1. For example, there

are 4 A-type S-boxes. So the probability of a certain byte of
| is processed by an A-type S-box is (1/4), and the probability
for other types of S-boxes is (3/16). So it is clear that each
byte of | is not processed by a complete randomly chosen
S-box. This may help an adversary to perform power analysis
attacks to some degree.

The above analysis implies that the randomization in
S-PAT is not achieved to a maximum degree. If 16
completely different S-boxes are used in S-PAT, the
maximum randomness is achieved. So the probability of each
byte of | is processed by a certain S-box is (1/16). And the
security against power analysis attacks is greatly improved.
In fact, the security of this enhancement is at least 3 times
greater than the original S-PAT.

Then the key problem is how to implement so many
different S-boxes. In this paper, we take the measure based
on finite field isomorphism. In AES, each byte is an element
of the finite field GF(2*). And here GF(2%) can be treated as
GF(2)[X]/(P(X)) in fact, where P(X) is an irreducible
polynomial of degree 8. This irreducible polynomial is

P(X) = x*+ x*+ x* + x +1 2

In fact, the field GF(2)[X])/(P(X)) is isomorphic with
GF(2)[X])/(Q(X)) while Q(X) is also a irreducible polynomial
of degree 8. In the following, the isomorphic mapping
between two fields is denoted by . Let u € GF(2)[X]/(P(X)),
then o(U) € GF(2)[X]/(Q(X)).

For an element X of GF(2)[X]/(P(X)), S(X) is computed as

L-0+c,x=0

S(X) =
L-x'+c,x#0 @)
In Eq. (3), L and c are the parameters of the affine
transformation in S-box. L is an 8%8 matrix, and C is a byte.
With the finite field isomorphism, the modified S-box

is computed as

, {L-(a‘(a(O)))+c=c,x=o
S()= . N 4
L-(c"((a(X) ")) +C,x#0

In this paper, the inversion (5(X)) is also computed in
the composite field GF(((2%?)?). Let the isomorphic mapping
between GF(2)[X]/(Q(X)) and GF(((2%)?%?* be ¢. So x! is
calculated as

X'=0" (¢ (ple(N) N=y (N )

In Eq. (5), v is the composition of ¢ and . And y, y!
can be pre-computed. The computation of the composite
mapping v is identical with the computation of a single
mapping. So the hardware complexity and computation time
of the modified S-box is nearly equal to the A-type S-box’s,
but the power consumption of the two kinds S-boxes is
obviously not identical.

Since there are 30 irreducible polynomials of degree 8,
we can choose 11 irreducible polynomials different from P(X)



A Proposition to Enhance a Countermeasure Scheme against Power Analysis Attack for AES

so that we can implement 11 modified S-boxes. Then 16
completely different S-boxes are obtained. For example, the
irreducible polynomial Q(X) may be
QX =x+x+x*+x+1or
QX)) =X+ X +x0+x+x2+ 1
The presented enhancement does not cause any extra
cost of hardware complexity and computation time. Based
on the two enhancements, we redesign S-PAT and perform
the same attack shown in section 4 on S-PAT to validate the
security improvement. In this attack, 5000 power traces are
measured. The result of the attack is shown in Fig. 4. And
we can see that the correlation coefficient between the power
trace and the correct key guess is not the maximum one, so
the atte

Figure 4: The Result of the Attack on the Modified S-PAT.

6. CONCLUSIONS

In this paper, we analyze the security of S-PAT firstly. Then
two feasible attacks are shown. The practical experiment
result shows that the mentioned attack really breaks the key.
In order to improve the security of S-PAT, two enhancements
are proposed. The first one is removing the Coding Unit,
and the second one is redesigning several completely
different from the S-boxes in S-PAT. With finite field
isomorphism, to redesign and implement completely
different S-boxes is easy and applicable. The result of the
CPA attack on the modified S-PAT shows that the presented
enhancements do really work.
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